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R ecent progress in natural language processing (NLP) has been monumental in 
enabling innovative new technologies for facilitating learning. However, many of 
these NLP advances are limited to text, and bridging the gap between speech and 
text poses numerous nontrivial challenges—especially when we’re working with 

children. In this interview, we sat down with Dr. Kelly to chat about her work at SoapBox 
Labs, a Dublin tech company transforming the landscape of speech-centered educational 
technology for kids. This interview has been edited for brevity and clarity.

Joewie Koh (JK): Many of our read-
ers don’t have a computer science (CS) 
background, but are still very keen to 
pursue a career in computing. While pre-
paring for this interview, I looked at your 
resume and noticed you studied physics 
and astronomy for your undergraduate 
degree. You’re now Chief Technology Of-
ficer (CTO) at SoapBox Labs, working on 
speech recognition technology. Can you 
tell us more about how you got to where 

you are? What advice would you have for 
non-CS students hoping to break into the 
technology industry?

Amelia Kelly (AK): I was 17 when I 
went to college and interested in study-
ing many subjects, including English 
and philosophy, but I chose physics 
and astronomy. After I finished my un-
dergraduate degree, I traveled for a bit 
and then decided to go back to college. 
At this point, I still hadn’t decided on 

a career path. I was still interested in 
English and the arts, but I had also dis-
covered linguistics, which appealed to 
the more logical side of my brain. So, I 
went to Trinity College Dublin to com-
plete my master’s in linguistics. In my 
courses, I was studying everything 
from morphology to semantics to 
linguistic typology, as well as speech 
synthesis and speech recognition. I 
quickly grasped some concepts, like 
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signal processing and model fitting, 
that might have been more challeng-
ing if I didn’t already have a degree in 
physics.

At Trinity, I joined a research group 
that was working on speech synthe-
sis for the Irish language, and I stuck 
around in the phonetics lab to do 
my Ph.D. I also completed an intern-
ship at a speech technology company, 
which inspired me to get a job at a Sili-
con Valley startup once I completed 
my Ph.D.

I loved my job at the startup. It was 
so refreshing working in a fast-paced 
environment. Everybody was just like, 
“What do we do now? Well, that seems 
impossible—let’s try it!” The attitude 
was just fantastic. I then worked for 
IBM Watson, a massive corporation, 

but I preferred the startup world. So, 
when I got the opportunity to work at 
SoapBox (my current job), I took it. I 
was one of the first three employees, 
helping to build the foundations of 
SoapBox’s speech technology. Now, 
after eight years in the company, I’m 
the CTO.

In terms of career advice, there is 
one thing I would advise everybody: 
Intern at a company you’re interested 
in. You’ll be exposed to a lot of the dif-
ferent skill sets and challenges that 
working in industry brings, which 
differ from academia. Industry often 
doesn’t have the same financial con-
straints. You end up working with 
bigger servers and bigger data sets. 
Unlike academia, the focus could be 
putting together two things that al-

ready work to make a new product fea-
ture; it might not be a scientific break-
through, but it could be very useful. 
If you are handy, or imaginative, or 
inventive there will always be a place 
for you in a company.

Mine has been a long and varied ca-
reer path, but it’s one I’d recommend 
for anybody who isn’t absolutely sure 
of what they want to do.

JK: That’s very cool. I spent some time 
at a startup myself, so I can relate to 
what you’re saying.

Amy Adair (AA): At SoapBox Labs, your 
team has been developing speech recog-
nition technology specifically designed 
for kids. In what ways can this speech 
recognition technology be used in educa-
tion, whether that’s in a formal or infor-
mal setting?
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The second big challenge was en-
suring our technology works equally 
well for all accents and dialects. When 
you’re making speech technology, it 
needs to work equally well for every 
child, regardless of race, background, 
age, or ethnicity—not just for the chil-
dren who happen to be in your train-
ing set. At SoapBox, we make a real 
concerted effort to test our system 
with diverse accents and dialects. 
Last year, we became the first and 
only company to be awarded the Digi-
tal Promise certification for Prioritiz-
ing Racial Equity in AI Design, which 
we’re extremely proud of.

JK: You’ve been talking about some 
of the cool things that y’all are doing at 
SoapBox Labs. What kind of team does it 
take to work on this kind of system? What 
types of expertise do you draw upon to 
build this product?

AK: I lead the Speech Technology 
team at SoapBox, which is made up 
of speech engineers, scientists, and 
computational linguists, who work 
in partnership with the Engineering 
team led by Robert O’Regan, our VP of 
engineering.

A very cool part of our company is 
called SoapBox Studio, our voice con-
sulting services, born out of the real-
ization that it takes a lot of imagina-
tion and innovation to bring clients 
along the thought and design pro-
cess of voice-enabling their products. 
They may know that they want to in-
corporate voice into their products, 
but they don’t know where to start. 
That’s where SoapBox Studio—which 
consists of our voice UX, product, 
and pedagogy experts—helps. For ex-
ample, Studio works with clients who 
are adding voice to an existing prod-
uct and will help them solve problems 
like: How does the child know when to 
start speaking? How do we keep them 
engaged throughout the entire voice 
experience? How do we reward them 
and let them know it’s time to move 
onto the next activity?

JK: There are fears that increasing use 
of technology in education will exacer-
bate inequalities, due to systematic bias 
in the technology or through inequality 
of access. What are some ways you think 
these impacts could be mitigated?

AK: I think it’s a hugely concern-
ing problem. If you’re building an AI 

AK: There are a lot of technologi-
cal challenges for making speech rec-
ognition work for children’s voices. 
Children sound so much different 
from adults—there are physiological 
and behavioral differences. Also, the 
applications that you need speech 
recognition for are different. We’re 
a behind-the-scenes technology pro-
vider, which means that we sell to 
companies and businesses who come 
up with imaginative products and ser-
vices that require voice and speech 
recognition that will work very accu-
rately for kids. Our primary market is 
in education, where our speech tech-
nology powers preK-12 digital screen-
ing and assessment tools for literacy, 
language learning, and other subjects 
from education publishers like Mc-
Graw Hill and Scholastic.

For reading, for example, the aim 
of our speech technology is to mimic 
what the teacher has to do for each of 
the 30 students in their class. To sup-
port individual students as they learn 
to read is very time-consuming for a 
teacher. They have to sit down next to 
each student, listen to them read, and 
provide individualized feedback. Our 
technology helps automate and scale 
reading practice and assessments. 
Let’s say that the child is reading 
a passage from start to finish. Our 
voice engine will compare what the 
child read to the prescribed passage 
and then tell the teacher if they’ve 
made any substitution, insertion, or 
deletion errors. It will also tell them 
the intonation of the voice—where 
it went up and down and where it 
stopped.

Another interesting application of 
our technology is rapid automatized 
naming (RAN), a way of detecting dys-
lexia early. We have some clients who 
are working on products that would 
ask a child to read out words in or-
der, for example: “house, dog, dog, 
house, dog, pig, cat, house.” They time 
how long it takes the child to read the 
words, how long the child pauses in 
between words, and how many mis-
takes the child makes. Then, they 
show the child the same concepts ex-
cept in pictures instead of words and 
compare the time it takes the child to 
do the same task. If there’s a decided 
difference between the reading and 

the picture identification, they can 
flag for dyslexia in certain cases.

AA: When developing speech recogni-
tion technology for kids, what are some 
specific challenges that your team need-
ed to consider? And how do you address 
these challenges?

AK: There were two big challenges 
we needed to consider. The first was 
background noise. Children use our 
technology in everyday environments, 
from noisy kitchens to loud class-
rooms, so it was imperative that we 
built our technology to work for kids 
wherever they are.

In the past, children’s speech data-
sets (or any voice datasets at all) were 
always recorded in very clean, quiet 
conditions. Picture a bunch of chil-
dren in soundproof booths record-
ing audio with a headset mic. If you 
build a speech system with this clean 
dataset, the result would be a speech 
system that only worked for children 
in those quiet environments. At Soap-
Box, we used a different approach, en-
suring that our models were built on 
real-world noisy data, and therefore 
would work in the kinds of environ-
ments where we knew children would 
be using voice-enabled products—
such as the classroom, noisy cars, and 
kitchens—with all kinds of different 
atmospheric background noise. We 
began building our system around 
the time when modern advances were 
gaining ground over more traditional 
system architectures, and we’ve lever-
aged this perfect storm of increased 
computational power, big data, and 
sophisticated neural network archi-
tecture to build the SoapBox engine 
that we have today.

If you are building 
an AI system that 
is going to be used 
blindly in any way, 
you need to take 
responsibility for 
the fact that you’re 
putting this out into 
the world.
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especially with the release of Chat-
GPT. New startups will come out with 
products that are based on ChatGPT 
outputs. I think entrepreneurs and 
founders developing these products 
are going to make some really exciting 
new technologies. I hope that some 
of it can be adopted to make people’s 
lives easier, to make children’s lives 
easier, to make the learning journey 
easier. That said, I think the challenge 
remains to explain AI in a meaningful 
way, to keep it safe, and to ensure it’s 
adopted properly and responsibly.

JK: This is an excellent point. For the 
last question: If you were to solve child 
speech recognition tomorrow, what 
would you want to work on next, and why?

AK: That’s a tough question! I re-
ally like working on technology that 
impacts education because, not only 
is there a challenge, it’s a scientific 
challenge. I love the work I do because 
I’m using my brain, solving problems 
daily, and helping people. And as my 
colleague Brian said very inspiringly 
the other day: “We’re all here because 
we want to help little children. Isn’t 
that the best kind of thing you can say 
about your job when you get up in the 
morning?”
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system, basically what you’re building 
is a system made up of programming 
rules, which you feed a lot of data and 
information and tell it to make up its 
own rules about the future based on 
what it has seen in the past.

This type of activity has led to some 
real blunders. One example is a CV 
sorter that discarded all the female 
applicants for engineering jobs be-
cause, historically, most engineers the 
companies had hired were male. An-
other thing that happened was people 
started realizing that they could copy 
and paste the job ad and put it at the 
bottom of their resumes in white, so it 
was unreadable, but the system would 
still be able to parse it. The text would 
match the job description so exactly 
that these applicants went straight to 
the top of the pile. These are examples 
of why it can be very risky to blindly 
trust an AI system that hasn’t been 
trained with diversity and inclusion 
and equity in mind.

If you are building an AI system that 
is going to be used blindly in any way, 
you need to take responsibility for the 
fact that you’re putting this out into the 
world. For me, that means ensuring 
that SoapBox’s dataset is diverse, en-
suring that it’s labeled properly, ensur-
ing that the system is tested adequate-
ly, and ensuring that we’re always on 
the lookout for potential bias.

Before Christmas, I had a great con-
versation with the co-founders of The 
EdTech Equity Project, Nidhi Hebbar 
and Madison Jacobs. They created the 
AI in Education Toolkit for Racial Eq-
uity, which is available online for free 
[1]. If you are a builder of AI, especially 
in education, this toolkit has a practi-
cal list of things you can do to make 
sure that you’re not building a system 
that is going to amplify and perpetu-
ate already existing biases in AI.

As a leader of an AI team, I ensure 
all team members know that building 
for equity is a priority. We meet as a 
team once per month to discuss and 
challenge our assumptions and how 
we label our dataset. I also put a lot 
of thought into who we hire, keeping 
diversity and inclusion top of mind, 
so that we don’t end up with a homog-
enous group of people who all think 
the same way. It’s very important to 
hire diverse skill sets, which make 

a stronger team that’s better able to 
build a system that will be robust to 
product pitfalls.

AA: That’s a wonderful answer. I guess 
I have another big question for you. In 
your opinion, what’s next for the field of 
AI in education? And what are the ma-
jor challenges that are yet to be solved? 
What opportunities are out there?

AK: There’s still a lot of low-hang-
ing fruit when it comes to the educa-
tion industry adopting AI. There’s a 
little bit of pushback with automat-
ing learning tools with AI because 
people fear that computers are going 
to replace teachers. I think that this 
shouldn’t be the case. Nor do I think 
it will be the case. Nor do I think it 
can be the case. I think the teacher is 
the most fundamental unit of society. 
Teachers have a hugely important and 
emotionally challenging job with a lot 
of responsibility. AI and technology 
can help them by offering them tools 
that are useful for them, save them 
time, and support them in ways that 
they deem most beneficial.

Let’s take speech therapy as an 
example. In Ireland, the waiting lists 
for children’s speech therapy are very 
long. Children could be waiting two 
years to get screened to see if they 
need speech therapy. After their con-
sultation, they could be waiting an-
other year and a half to actually see a 
therapist. This process —from screen-
ing to exercises issued by a speech 
therapist—could be automated with 
AI technology in a way that doesn’t 
impinge negatively on a therapist’s 
time or energy.

There’s a lot of hype around AI, 

Intern at a company 
you’re interested in. 
You’ll be exposed 
to a lot of the 
different skill sets 
and challenges that 
working in industry 
brings, which differ 
from academia.


